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G. Akhalaia, N. ManjavidzeBoundary value problems with shift for generalizedanalyti vetors(In honor of Professor Giorgi Manjavidze)

Professor Giorgi Manjavidze(6.05.1924 � 13.04.1999)The present work is devoted to boundary value problems of linear onjugationwith shift for generalized analyti vetors.A great plae in the works of Giorgi Manjavidze takes the investigation ofboundary value problems of the theory of funtions with shifts. In suh problemsthe boundary values of the desired funtions are onjugating in the points whih aredisplaed to eah other. The model problem is to �nd a funtion Φ(z) holomorphion the omplex plane z, ut along some simple losed urves, the boundary valuesof whih Φ+(t) and Φ−(t) are satisfying the ondition
Φ+[α(t)] = G(t)Φ−(t) + g(t), t ∈ Γfrom both sides of Γ, where G(t), g(t) are given ontinuous funtions on Γ, α(t) isontinuous funtion mapping Γ onto γ in one-to-one manner.AMS (2000) Subjet Classi�ation: 31A25, 35J25.Volumes I-VII appeared as Annales Aademiae Paedagogiae Craoviensis Studia Mathematia.



[124℄ G. Akhalaia, N. ManjavidzeLater on result obtained by him in this diretion beame known as the theory ofonformal sewing. He also studied the problem with shift depended on parameterand proved the invariane of partial indies for onformal mappings. A speialyle of G. Manjavidze's works is devoted to the investigation of boundary valueproblems of the funtion theory by method of suessive approximations by meansof whih solution of the problems with shifts in ase of several unknown funtionswas onsiderably simpli�ed.G. Manjavidze obtained marked results for disontinuous boundary value prob-lems with shift for generalized analyti vetors. He studied the Riemann�Hilbertproblem in domains with non-smooth boundaries, the Riemann�Hilbert�Poinareproblem for generalized analyti funtions, and the di�erential boundary valueproblem of linear onjugation. In partiular, he established both the solvabilityonditions of these problems and the index formulas and disovered the onnetionbetween the problems with shift for analyti and generalized analyti funtions.1. Generalized analyti vetors (definitions and notations)A vetor w(z) = (w1, . . . , wm) is alled generalized analyti in domain D if it isa solution of the ellipti system
∂z̄w −Q∂zw +Aw +Bw = 0, (1.1)where A(z), B(z) are given square matries of order n of the lass Lp0

(D), p0 > 2and where Q(z) is a matrix of the speial form: it is quasi-diagonal and everyblok Qr = (qrik) is lower (upper) triangular matrix satisfying the onditions:
qr11 = . . . = qrmr ,mr

= qr, |qr| ≤ q0 < 1,

qrik = qri+s,k+s (i+ s ≤ n, k + s ≤ n).Moreover, Q(z) ∈ W 1
p (C), p > 2 and Q(z) = 0 outside of some irle. Underthe solution of (1.1) we mean so-alled regular solution, i.e., w(z) ∈ L2(D), thegeneralized derivatives of whih wz̄, wz ∈ Lω(D

′), ω > 2, where D′ is arbitrarylosed subset of D.If A(z) ≡ B(z) ≡ 0, then
∂z̄w −Q∂zw = 0 (1.2)and the solutions of (1.2) are alled Q-holomorphi vetors.The equation (1.2) has a solution of the form
ζ(z) = zI + Tω, (1.3)where I is unit matrix and ω(z) is a solution of the equation

ω(z)−Q(z)Πω = Q(z)belonging to Lp(C), p > 2. T , Π are well-known integral operators. The solu-tion (1.3) is analogous of the fundamental homeomorphism of Beltrami equation.The matrix
V (t, z) = ∂tζ(t)[ζ(t) − ζ(z)]−1



Boundary value problems with shift for generalized analyti vetors [125℄is alled generalized Cauhy kernel for the equation (1.2), and onsider Cauhytype generalized integral
Φ(z) =

1

2πi

∫

Γ

V (t, z) dQtµ(t), (1.4)where Γ is losed simple smooth urve, µ(t) ∈ l1(Γ) and
dQt = I dt+Q(t) dt̄.If the density µ(t) in (1.4) is Holder-ontinuous on Γ, then (1.4) is Holder-ontinuous in D+ and in D−; the boundary values of Φ on Γ are given by

Φ±(t) = ±
1

2
µ(t) +

1

2πi

∫

Γ

V (τ, z) dQτµ(τ). (1.5)If µ(t) ∈ Lp(Γ), p > 1, then (1.5) are ful�lled almost everywhere on Γ, providedthat Φ±(t) are angular boundary values of the vetor Φ(z). Here very importantrole play the analogous integral operators
(T̃ f)[z] = −

1

π

∫

D

V (t, z)f(t) dσt,

(Π̃f)[z] = −
1

π

∫

D

∂zV (t, z)f(t) dσt.If Q ∈ Hα0(C), then (T̃ f) is ompletely ontinuous operator from Lp(D),
p > 2, onto Hα(D), α = min{α0,

p−2
p

}, moreover the operator Π̃ is linear boundedoperator from Lp(D) to Lp(D), and
(∂z̄ −Q∂z)T̃ f = f, ∂z T̃ f = Π̃f.Using Q-holomorphi vetors the generalized analyti vetors an be representedas follows (Bojarski B. Theory of Generalized Analyti Vetor.)

w(z) = Φ(z)

=

∫∫

D

Γ1(z, t)Φ(t) dσt +

∫∫

D

Γ2(z, t)Φ(t) dσt +

N∑

k=1

ckwk(z),
(1.6)where Φ(z) is Q-holomorphi vetor, wk(z), k = 1, . . . , N , is a omplete system oflinearly independent solutions of Fredholm equation

Kw ≡ w(t) −
1

π

∫∫

D

V (t, z)
[
A(t)w(t) +B(t)w(t)

]
dσt = 0.

wk(z) turn to be ontinuous vetors in whole plane vanishing at in�nity, ck arearbitrary real onstants, the kernels Γ1(z, t), Γ2(z, t) satisfy integral equations inturn.



[126℄ G. Akhalaia, N. ManjavidzeFinally the vetor Φ(z) has to satisfy the following onditions
Re

∫∫

D

Φ(z)vk(z) dσt = 0, k = 1, . . . , N, (1.7)where vk(z) ∈ Lp(D) (k = 1, . . . , N) form system of linearly independent solutionsof Fredholm integral equation
v(z) +

A′(z)

π

∫∫

D

V (z, t)v(t) dσt +
B′(z)

π

∫∫

D

V (z, t)v(t) dσt = 0.It should be mentioned that, generally speaking, the Liouville theorem is nottrue for the solutions of (1.1). This explains the appearane of the onstants ckin (1.6) and that the ondition (1.7) has to be satis�ed.2. Relation between BVP of linear onjugation and generalized analytifuntionsNow we show the onnetion of linear onjugation problem with shift andthe theory of generalized analyti funtions. This gives the possibility to onsiderthe problem of linear onjugation in somewhat di�erent formulation.Let Γ1 and Γ2 be Liapunov urves, α(t) is funtion mapping Γ1 onto Γ2 in one-to-one manner preserving orientation, α(t(s)) is absolutely ontinuous funtion,
M ≥ |a′(t)| ≥ m > 0 (M and m are onstants), a(t) and b(t) are given matriesof the lass Hµ(Γ1) (µ >

1
2 ), a(t) is nonsingular square matrix of order n, b(t) is

(n× l)-matrix.Find pieewise-holomorphi matrix ϕ(z) having �nite order at in�nity,
ϕ+(t), ϕ−(t) ∈ H(Γ) and satisfying the boundary ondition

ϕ+[α(t)] = a(t)ϕ−(t) + b(t), t ∈ Γ1. (2.1)We all the pieewise-holomorphi matrix χ(z) with �nite order at in�nity theanonial matrix of the problem (2.1) if detχ(z) 6= 0 everywhere exept perhapsat the point z = ∞; χ(z) has a normal form at in�nity with respet to olumnsand
χ+[α(t)] = a(t)χ−(t), t ∈ Γ1.Mapping onformally D+

2 and D−

1 into interior and exterior parts of the unitirle Γ respetively we get the same problem (2.1), where α(t) maps Γ onto Γ;the matries a(t), b(t) have the same properties. Consider the problem in ase
Γ1 = Γ2 = Γ.After proving some useful propositions we get the followingTheorem 1All solutions of the problem (2.1) are given by the formulas

ϕ[α(z)] = χα[α(z)][Tf + h(z) + P (w0(z))], z ∈ D+,

ϕ(z) = χα(z)[Tf + h(z) + P (w0(z))], z ∈ D−,
(2.2)



Boundary value problems with shift for generalized analyti vetors [127℄where P (z) is arbitrary polynomial vetor and the vetor f ∈ Lp(D), p > 2, isa solution (unique) of the equation
Kf =: f(z)− q(z)Πf = g(z);

h(z) =
1

2πi

∫

γ

[χ+
α (α(t))]

−1b(t)

t− z
dt,

g(z) = (g1, . . . , gn) = q(z)h′(z) ∈ Lp(D+).The solutions vanishing at in�nity are given by the formulas (2.2), where
P (z) = (Pκ1−1, . . . , Pκn−1), κ1 ≥ . . . ≥ κnare the partial indies of the problem (2.1), Pj(z) is arbitrary polynomial of order

j (Pj(z) = 0 if j < 0); if 0 ≥ κs+1 ≥ . . . ≥ κn, then the vetor b(t) has to satisfythe following onditions
2i

∫∫

D

gj(ζ)L(ζ
k) dζ dη =

∫

γ

tk
{[
χ+
α (α(t))

]−1
b(t)

}
j
dt,

j = s+ 1, . . . , n; k = 0, . . . , |κj | − 1,where Lf = f(z)−Π(qf).3. BVP of linear onjugation with shift for generalized analyti vetorsDe�ne the lasses for Q-holomorphi vetors. Let D+, (D−) be �nite (in�nite)domain whih is bounded by a simple losed Liapunov smooth urve Γ.Denote by Es,p(D,Q), s ≥ 0, p ≥ 1, Q(z) = (qik) ∈ W s
p0
(C), p > 2, (D is oneof the domains D+, D−,W s

p0
(C) is a Sobolev spae) the lass of Q-holomorphivetors Φ(z) = (Φ1, . . . ,Φn) in the domain D satisfying the following onditions

∫

δkr

∣∣∣∣
∂sΦk

∂zs

∣∣∣∣
p

|dz| ≤ C, k = 1, . . . , n,where C is a onstant, δkr is an image of the irle |ξ| = r, r < 1, while quasion�formal mapping ξ = ωk(Sk(z)) of the unit irle |ξ| < 1 onto D, ωk is an analytifuntion in the domain Sk(D), Sk is a fundamental homeomorphism of the Bel-trami equation
∂z̄S − qkk(z)∂zS = 0.If D is in�nite domain, then for the simpliity of notation we suppose that

W (∞) = 0 (remind that Q-holomorphi vetors are the analyti funtions inviinity of the point z = ∞, beause Q = 0 at in�nity). By Es,p(D,Q, S) denotethe lass of the vetors Φ, belonging to the lass Es,λ(D,Q) for some λ > 1, forwhih the angular boundary values are belonging to Lp(Γ, ρ),
ρ(t) =

r∏

k=1

|t− tk|
νk , tk ∈ Γ, −1 < νk < p− 1, p > 1. (3.1)



[128℄ G. Akhalaia, N. ManjavidzeLet Q+(z) and Q−(z) are two given matries, satisfying the onditions Q+ ∈
W l

p0
(C), Q− ∈ Wm

p0
(C), l,m ≥ 0, p0 > 2. Q+, Q− ∈ W 1

p0
(C), when l = m = 0.By E±

l,m,p(Γ, Q
±, ρ±) we denote the lass of the vetors de�ned on ut along Γplane, belonging to the lass El,p(D

+, Q+, ρ+) (Em,p(D
−, Q−, ρ−)), in the domain

D+(D−), E0,p(D,Q) ≡ Ep(D,Q). Introdue the lasses of the generalized analytivetors, satisfying the equation of the form
Mw ≡ ∂z̄w −Q∂zw +Aw + Bw = 0; (3.2)in ase of in�nite domain we suppose, that Q,A,B are equal to zero at in�nity.By El,p(D,M), l ≥ 0, p ≥ 1, denote the lass of the solutions of the equation (3.2)satisfying the onditions

∫

δkr

∣∣∣∣
∂lwk

∂zl

∣∣∣∣
p

|dz| ≤ C,

∫

δkr

∣∣∣∣
∂swk

∂zs

∣∣∣∣
p

|dz| ≤ C, k = 1, . . . , n, s = 1, . . . , l− 1,the urve δkr is de�ned above, C is a onstant; if D is in�nite domain, then
w(∞) = 0. Here we onsider, that Γ ∈ Hm

a , Q(a) ∈ W l
p0
(C), p0 > 2, when l = 0,

Q ∈W 1
p0
(C), A,B ∈ L∞(D), Q ∈ W 1

p0
(C), A,B ∈ L∞(D), A(z), B(z) ∈ H l−1

a (D).By El,p(D,M, ρ), l ≥ 0, p > 1, ρ(t), is a funtion of the form (3.1), denote thelass of the vetors w(z), belonging to the lass El,λ(D,M), for some λ > 1, forwhih the angular boundary values of the vetor ∂lw
∂zl ∈ Lp(Γ, ρ).

E±

l,m,p(Γ,M
±, ρ±) denotes the lass of the vetors de�ned on the plane utalong Γ and belonging to the lass El,p(D

+,M+, ρ+) [Em,p(D
−,M−, ρ−)] in

D+(D−).Consider the following boundary value problem:Find a vetor Φ(z) = (Φ1, . . . ,Φn) of the lass E±

l,m,p(Γ,M
±, ρ±) satisfyingboundary ondition

Φ+[α(t)] = a(t)Φ−(t) + b(t)Φ−(t) + f(t), t ∈ Γ. (3.3)
Γ is simple losed Liapunov urve, α(t) is funtion mapping Γ onto Γ in one-to-onemanner, preserving the orientation, a(t) and b(t) are given pieewise-ontinuous
(n× n)-matries on Γ, inf | detα(t)| > 0, f(t) is given vetor of the lass Lp(Γ, ρ),
ρ = ρ−(t) is a funtion (3.1), ρ+(t) = ∏r

k=1 |t− α(tk)|
νk .The following proposition holds.LemmaIf the vetor Φ(z) ∈ E±

p (Γ, Q±, ρ±), then it is uniquely representable in the form
Φ(z) =





1

2πi

∫

Γ

V+(τ, z) dQ + τµ[β(τ)]
′, z ∈ D+,

1

2πi

∫

Γ

V−(τ, z) dQ − τµ(τ), z ∈ D−,

(3.4)



Boundary value problems with shift for generalized analyti vetors [129℄where µ(t) ∈ L(Γ, ρ) is a solution of Fredholm integral equation
Nµ ≡ µ(t) +

1

2πi

∫

Γ

[
V+(α(τ), α(t)) dQ + α(τ) − V−(τ, t)dQ − τµ(τ)

]

= Φ+[α(t)]− Φ−(t),

β(t) is inverse of α(t).Substituting the representation (3.4) in the boundary ondition (3.3) for thedesired vetor µ(t) we obtain the singular integral equation
Lµ ≡ [l + α(t1)]µ(t) + b(t)µ(t) +

1

πi

∫

Γ

M1(τ, t)µ(τ) dτ

+
1

πi

∫

Γ

M2(τ, t)µ(τ) dτ = 2f(t),

M1(τ, t)µ(τ)dτ = [V+(α(τ), α(t))dQ + α(τ) − a(t)V−(τ, t)dQ − τ ]µ(τ),

M2(τ, t)µ(τ)dτ = b(t)V−(τ, t)dQ − τµ(τ).

(3.5)
The following result holds.Theorem 2If the equation (3.5) is Noetherian in the spae Lp(Γ, ρ), then the boundary prob-lem (3.3) is Noetherian in E±

p (Γ, Q±, ρ±); the neessary and su�ient solvabilityonditions have the form
Re

∫

Γ

f(t)ψ(t) dt = 0, k = 1, . . . , l′,where ψk(t) is a omplete system of linearly independent solutions of onjugatehomogeneous equation L′ψ = 0 of the lass Lq(Γ, ρ
1−q), q = p

1+p
; the index of theproblem (3.3) of the lass E±

p (Γ, Q±, ρ±) is equal to the index of the equation (3.5)of the lass Lp(Γ, ρ).Consider now the problem (3.3) for generalized analyti vetors satisfying theequations of the form (3.2):Find the vetor w(z) ∈ E±
p (Γ,M±, ρ±) satisfying the boundary ondition

w+[α(t)] = a(t)w−(t) + b(t)w−(t) + f(t), t ∈ Γ. (3.6)We seek the solution of (3.6) by the formula (1.6) in the following form
w±(z) = Φ±(z) +

∫∫

D

Γ±

1 (z, t)Φ
±(t) dσt

+

∫∫

D

Γ±

2 (z, t)Φ
±(t) dσt +

N±∑

k=1

c±k w
±

k (z),



[130℄ G. Akhalaia, N. Manjavidzewhere Φ±(z) ∈ E±
p (Γ, Q±, ρ±), c±k (k = 1, . . . , N±) are desired real numbers, w±

k (z)� solutions of the orresponding integral equations. The vetors Φ±(t) have tosatisfy the onditions
Im

∫

Γ

Φ±(t) dQ± tψ±

k (t) = 0, k = 1, . . . , N±,where ψ±

k are the omplete systems of the homogeneous onjugate equations. Withrespet to the vetor Φ±(z) we obtain the following boundary problem
Φ+α(t0)] = a(t0)Φ

−(t0) + b(t0)Φ−(t0) + L+Φ
+ + L−Φ

− + f0(t0),

f0(t) = f(t) +

N−∑

k=1

c−k
[
ak(t)w

−

k (t) + bk(t)w
−

k (t)
]
−

N+∑

k=1

c+k [α(t)];
(3.7)the operators L+ and L− are de�ned as follows

L+Φ
+ =

∫∫

D+

[
Γ+
1 (α(t0, t))Φ

+(t) + Γ+
2 (α(t0, t))Φ

+(t)
]
dσt,

L−Φ
− = a(t0)F (t0) + b(t0)F (t0),

F (t0) =

∫∫

D−

[
Γ−

1 (α(t0, t)Φ
−(t) + Γ−

2 (t0, t)Φ
−(t)

]
dσt.Substituting the representations (3.4) �rst in these formulas we obtain that theoperators L+ and L− are ompletely ontinuous operators in Lp(Γ, ρ

+), Lp(Γ, ρ
−)with respet to the angular boundary values Φ+(τ),Φ−(τ) and then in (3.7) weget singular integral equation with respet to the vetor µ(t)

Ωµ ≡ (Ω0 +Ω1)µ+Ω2µ = 2f(t) +

N∑

k=1

dkηk(t), (3.8)where Ω0 is ompletely ontinuous operator, Ω1 and Ω2 are singular integral oper-ators ηk(t) are linearly independent ontinuous vetors, represented by w±

k (t), dk(k = 1, . . . , N , N ≤ N++N−) are desired real onstants. Besides (3.8) the vetor
µ has to satisfy the onditions

Im

∫

Γ

µ(t)ωk(t) dt = 0, k = 1, . . . , N,where ωk(t) (k = 1, . . . , N) are linearly independent vetors, represented by ψ±

k (t).The neessary and su�ient solvability onditions of the problem (3.6) in thelass E±
p (Γ,M±, ρ±) have the form (Prossdorf S. Some Classes of Singular Equa-tions).

Re

∫

Γ

f(t)Yk(t) dt = 0, k = 1, . . . , R, (3.9)where the linearly independent vetors Yk(t) (k = 1, . . . , R) belongingto the lass



Boundary value problems with shift for generalized analyti vetors [131℄
Lp(Γ, ρ

1−q), are representable by ψ+, ψ− and by the vetors omposing the basisof subspae of the solutions of adjoint homogeneous equation Ω′ν = 0. The indexof the problem (3.6) is equal to
κ +N −R, (3.10)where κ is the index of the operator Ω of the lass Lp(Γ, ρ). Atually N = R inthe formula (3.10).Let X± be sets of the vetors w±(z) de�ned in the domains D± representablein the form

w±(z) = Φ±(z) + h±(z), Φ±(z) ∈ E±

p (Γ, Q±, ρ±), h±(z) ∈ Hα(D±).This pair of sets oinides with the lass E±
p (Γ,M±, ρ±). Introdue the norms

|w±|X± = inf
{
|φ±|Lp(Γ,ρ±), |h

±|Hα(D±)

}
,

X± are Banah spaes. Let X = (X+, X−) be new Banah spae with the norm
|w|X = max[|w+|X+ , |w−|X− ]. It is evident, that this norm in E±

p (Γ,M±, ρ±) isindependent of A±, B±. Consider the set of the operators
M±

λ w
± = ∂z̄w

± −Q±∂zw
± + λ

[
A±w± +B±w±

]
,where λ ∈ [0, 1]. In order to alulate the index of the problem (3.6) we may takethe di�erential operators of the form = ∂z̄w

± − Q±∂zw
± and for suh operatorsthe numbers N+, N− are equal to zero and hene N = R in (3.10).Theorem 3The neessary and su�ient solvability onditions of the problem (3.6) in the lass

E±
p (Γ,M±, ρ±) are the onditions (3.9); the index of this problem is equal to theindex κ of the operator Ω.Note that if the matries a(t) and b(t) are ontinuous, then the index of anylass is given by the formula

κ =
1

π
[arg detα(t)]Γ.Referenes[1℄ G. Akhalaia, G. Manjavidze, Boundary value problems of the theory of generalizedanalyti vetors, Complex methods for partial di�erential equations, vol. 6, KluwerAad. Publ. Dordeht (1999), 57�97.[2℄ N. Manjavidze, Boundary value problems for analyti and generalized analytifuntions on a ut plane, Mem. Di�erential Equations Math. Phys. 33 (2004),121�154.[3℄ G. Manjavidze, Boundary value problems for analyti and generalized funtions,Some Topis on Value Distribution and Di�erentiability in Complex and P-adiAnalysis, vol. 11, Siene Press, Beijing (2008), 499�631.
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